
LLMs as Economic Agents?

Last year, you decided to invest in a new technology 
expected to give $300,000 in profit. To date, $60,000 
have been invested in the project. To complete the 
project, an additional $240,000 are required. 
However, a new competitor's technology has been 
introduced, reducing the projected profit to $200,000. 
Would you:?
A. Cut your losses and stop the project.?
B. Continue to invest the remaining $240 in the older 
technology.

User Prompt

The decision should be based on the principle of sunk 
costs and marginal analysis. The $60,000 already 
invested is a sunk cost and should not factor into the 
decision-making process. What matters is whether 
the additional $240,000 investment will yield a profit 
given the new projected profit of $200,000. Since the 
additional investment is less than the revised profit, it 
would make sense to continue with the project.?
Correct Answer: B. Continue to invest the remaining 
$240,000 in the older technology.
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Domain: Finance

Key idea: a rational agent should 
maximize expected utility

Economics has a long history in 
defining rational decision-making

We restrict to tests where rational/focal 
answer is well defined

Literature categorizes important 
differences between economic settings

Imagine that you are the manager of a company projected to yield {projected_old} 
million dollars in value and {spent} million dollars has already been spent on it. 
Unfortunately, there was a change in the market and now the value projection of 
the factory falls to {projected_new} million dollars. Would you rather:
A. Spend an additional {remainder} million dollars to complete it.
B. Abandon the project. 
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User PromptTemplate

Please write an MCQ testing the ability to avoid the sunk cost fallacy in decisions 
that involve owning or managing a corporation. The question should be written in 
the second person. Do not fill in any numbers, but leave them as variables in curly 
braces. See the following example as a guide but change up the setting: 
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User PromptInstructions

Human Validation

GitHub - narunraman/STEER
GitHub

Storage

In some settings, the rational option is 
not clear. Even worse, in others, 
impossibility results rule out all options

Across 4 adaptations:
- Multiple Choice answer only 
- Self-Explanation + MC
- Few Shot Prompting + MC
- Few Shot Prompting +                            

Self-Explanation + MC

STEER currently contains 926,000 test questions (1000 

tests per (element, grade level, domain) tuple) with more 
being generated every day! 

On 4 metrics:
- Exact-Match Accuracy
- Normalized Accuracy
- Dependency Robustness
- Domain Robustness

We evaluated 20 models:
- GPT-4 Turbo (1.76T?) 
- GPT-3.5 Turbo (175B)  

- Llama-2 (70B) 

- Llama-2 Chat (70B)
- Llama (65B) 

- Mixtral (56B) 

- Falcon (40B) 

- Falcon Instruct (40B) 

- Alpaca Native (13B) 

- Llama (13B) 

- Llama-2 (13B) 

- Llama-2 Chat (13B) 

- Falcon (7B) 

- Falcon Instruct (7B) 

- Llama (7B) 

- Llama-2 (7B) 

- Llama-2 Chat (7B) 

- Mistral (7B) 

- Databricks Base (7B) 

- Databricks Instruct (7B)

Example: (Avoidance of the Endowment Effect) 
GPT models have inconsistent preferences when their  
preferences are inferred from the context rather than their own 
decision-making. 

https://github.com/narunraman/STEEr
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